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17 Differential Equations

Introduction

A differential equation is an equation which contains an unknown function and one
of its unknown derivatives. The Goal is to find the unknown function. A simple first
order differential equation has the form y’ = f(y, x).

Examples:

i) Population growth can be represented with an differential equation:
¥ (x) =ay(x), x € R
Let be y(0) = yo the population at time x = 0. The solution of this equation is
y(x) = yoe™.
Test:
y(0) =yoe" =yo v
y'(x) = ayoe™ = ay(x) v

ii) Newtons Law

y(t) : position of a mass point at time ¢
y(0) =yo : position of a mass point at time 0
vp : initial velocity
y'(t) = —¢ : acceleration due to gravity

The solution is the free fall law
1
y(t) = —58t* + oot + yo
Definition 1 (Ordinary Differential Equation). Let F: R"*! — R be a function. Then

F(xrl/r.‘/// ]/H/ s ;y(nil)) - y(n)

is called an ordinary differential equation (ODE) of order n. An n-times continuously
differentiable function y: I — IR is called solution if it fulfills the ODE for all x € I.



Definition 2 (exact differential equations). Let two differentiable functions P : R> — R
and Q : R? — R with continuous derivatives be given. A differential equation of the form

P(x,y)dx+ Q(x,y)dy =0

is said to be exact, if
oP(x,y) _ 9Q(x,y)
dy dx

Solution: There is a function F(x,y) with Fy = P and F, = Q.

= F(x,y) =c, ¢ € R is the implicit solution.

Integrating factors:
Some (non-exact) differential equations of the form P(x,y)dx + Q(x,y)dy = 0 can be made
exact by multiplying them with a suitable function M(x,y), the so-called integrating factor.

M(x,y)P(x,y) dx + M(x,y)Q(x,y) dy = 0

Theorem 3 (Separation of variables). Suppose a first order ODE can be written in the
form

Y s(n(y).

Obviously, all constant functions y = c with h(y) = 0 are solutions of the ODE. If h(y) # O,
the terms can be re-arranged to

/%}/)dy: /g(x)dx.

Solve this equation for y to compute the remaining solutions of the ODE.

Definition 4 (Linear Differential Equation). A linear differential equation (LDE) of
order n is an ODE of the form

"+ ALy + Ay 4 An(2)y = f(x),

where A;, f: R — R are functions. If f = 0, the LDE is called homogenous, and inhomoge-
nous otherwise.

Theorem 5. Let
y'(x) +a(x)y(x) =0
be a homogenous first order LDE. Then its set of solutions is given by

{y(x) —ce ) ¢ IR} ,

where A is a primitive of a. (A(x) = [ a(x) dx)



Theorem 6 (Variation of constant). Let

y'(x) +a(x)y(x) = f(x)

be an inhomogenous first order LDE. Then its set of solutions is given by

{e‘A(") (c + /f(x)eA(x)dx> ,CE IR} ,

where A is a primitive of a.

y(x) = e~ AW (yo +/xxf(t) LA dt)

is a solution of the differential equation satisfying y(xo) = yo.

Definition 7 (Bernoulli differential equations). A differential equation of the form

y' +g(x)y = h(x)y", a € R\{0,1},

with functions g,h : R — R is called Bernoulli differential equation. Substitution:
7 = yl—tx

= Z+(1-a)gx)z=(1—a)h(x)
This is a linear differential equation in z and can be solved with the formulas above.

Definition 8 (Riccati differential equations). A differential equation of the form

y' + g(x)y + h(x)y* = f(x)

with functions f,g,h : R — R is called Riccati differential equation. ys shall be a special
solution of this differential equation.

Substitution: z =

Y=Us
=z —[g(x) +2h(x)ys|z = h(x)
This is a linear differential equation in z and can be solved with the formulas above. Back-
substituting yields y = ys + %

Definition 9 (matrix differential equation). Let

aip - Ain
A= oo, ,j=1...,n
ap1 - Adpn

an n X n matrix, of which all elements are constants. Then

y'(t) = Ay(t), y= (- yn)
is called a first order matrix differential equation (MDE)



Theorem 10. Let y' = Ay be a first order MDE, where A is an (n X n)-matrix with
real entries. If A has n different eigenvalues Ay, Ay, . .., Ay with corresponding eigenvectors
V1,V2,...,Vy, then the solution set of the MIDE is given by

n
{y(t) = Z avie Mt g, € ]R} .
k=1

(I initial conditions are given, the coefficient a, may be computed accordingly.) For an
arbitrary matrix A, the solution set can be computed by using its generalized eigenvectors.



